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This article focuses on the results of self-funded quantitative research conducted by social workers working in the “refugee” crisis and social services in Greece (1). The research, among other findings, argues that front-line professionals possess specific characteristics regarding their working profile. Statistical methods in the research performed significance tests to validate the initial hypotheses concerning the correlation between dataset variables. On the contrary of this concept, in this work, we present an alternative approach for validating initial hypotheses through the exploitation of clustering algorithms. Toward that goal, we evaluated several frequently used clustering algorithms regarding their efficiency in feature selection processes, and we finally propose a modified k-Modes algorithm for efficient feature subset selection.
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1. Introduction

Since social workers have been on the “front-lines” (2) of the so-called refugee “crisis,” facing a series of difficulties in effectively helping their users. While Greece is one of the “entrance” countries in Europe, there has been no current research in social work practice with refugees. The study was a self-funded, quantitative research project with main research questions concerning, among others, the exploration of front-line professionals’ profiles. Analytically, information about the research concerning: (i) aims and hypotheses, (ii) sampling strategies and research ethics, (iii) statistical methods and analysis, and (iv) the research‘s results can be retrieved from (1, 3).

In this article, we present a model-based approach in order to provide an alternative validation to the globally acknowledged hypotheses testing method. More specifically, several hypothesis-testing cases are commonly performed through the application of either the chi-square (4) or hypergeometric test (5) in order to determine statistical significance. This procedure is typical for discovering “correlation” between independent variables in datasets with categorical values. Augmenting this typical approach, we propose a new formally structured model by using classification techniques in order to formulate data clusters capable of validating initially composed statistical hypotheses.

To accomplish the above goal, we adopted a rather “typical” technique regarding the feature selection process from our model‘s data. A candidate features sub-set is created each time in order to categorize data points into intuitively similar but not predefined user groups. Then, the clustering phase is implemented through the evaluation of the following clustering algorithms: (1) a modified k-Modes algorithm (6), (2) agglomerative clustering (7) and (3) a normal k-Modes algorithm (8) in order to adopt the most feature-selection efficient one.

The remainder of the article is organized as follows: Section “2 Related work“discusses related work issues considered in the context of literature; Section “3 Social workers’ profile: Validating our initial hypothesis” refers to the statistical hypothesis testing prior to our approach, which is described in Section “4 Our approach“, by demonstrating the applicability of the proposed approach through analytical steps; and finally, concluding remarks and future work directions are outlined in Section “5 Conclusion.“



2. Related work

Clustering and hypothesis testing are two powerful techniques used in data analysis (9). Clustering is the process of grouping similar objects together based on their characteristics, while hypothesis testing is a statistical technique used to test the validity of a hypothesis. In recent years, researchers have combined these two techniques to gain deeper insights into their data. In this review, we will discuss the combination of clustering and hypothesis testing and its applications in different fields (10–13).

One of the primary applications of clustering and hypothesis testing is in biology, where interesting reviews can be found in Jacques and Preda (14); Wang et al. (15, 16, 17), as well as in medical imaging data (18, 19). Researchers in this field use these techniques to identify groups of genes that are related to a particular disease (20) and chemometrics (21, 22). Clustering is used to group genes that have similar characteristics (23), such as gene expression levels (24), while hypothesis testing is used to test whether the genes in each cluster are associated with the disease (25). By combining these techniques (26), researchers can identify clusters of genes that are statistically significant and associated with the disease (27).

Another area where the combination of clustering and hypothesis testing is used is in finance. Researchers in this field use clustering to group stocks that have similar characteristics (28, 29), such as market capitalization, price-to-earnings ratio, and dividend yield. Hypothesis testing is used to test whether the stocks in each cluster have significantly different returns. This can help investors identify stocks that are undervalued or overvalued, and make more informed investment decisions.

In the field of marketing, clustering methods (30, 31) and hypothesis testing are used to segment customers into different groups based on their characteristics (32) and test whether these groups have different purchasing behaviors. For example, a company may use clustering to group customers based on their age, income, and purchasing history (10). Hypothesis testing can then be used to test whether these groups have different purchasing behaviors, such as buying more frequently or spending more money. This can help companies develop more targeted marketing strategies and improve their overall sales.

In the field of image processing, clustering and hypothesis testing are used to segment images into different regions based on their characteristics and test whether these regions have different properties. For example, a researcher may use clustering to segment an image into regions based on color or texture (33, 34). Hypothesis testing can then be used to test whether these regions have different properties, such as brightness or contrast. This can help researchers better understand the properties of the image and develop more advanced image processing algorithms.

One of the primary advantages of the combination of clustering and hypothesis testing is that it allows researchers to identify statistically significant groups of data that may not be apparent using either technique alone. Clustering can help identify groups of data that are similar (35), while hypothesis testing can help determine whether these groups are statistically significant. By combining these techniques, researchers can gain a deeper understanding of their data and develop more accurate models (36).

In conclusion, the combination of clustering (37) and hypothesis testing is a powerful technique that has numerous applications in different fields (14, 38, 39). By using clustering to group similar data and hypothesis testing to test whether these groups are statistically significant, researchers can gain deeper insights into their data and develop more accurate models (40, 41). This technique has been used successfully in biology, finance, marketing, and image processing, among other fields (42, 43), and is likely to continue to be an important tool in data analysis in the future.



3. Social workers’ profile: validating our initial hypothesis

A self-completed, anonymous electronic questionnaire was available online from June until September 2018, containing 52 questions (1, 3) designed by the researchers. Out of a total of 158 responses, 21 were incomplete and were thus excluded. We analyzed the 137 complete responses, and statistical significance was evaluated in R version 3.4.3, and the results’ graphs were created using Excel 365 Pro Plus. We employed the hypergeometric or chi-squared test, and the statistical threshold was set at a P-value of 0.05. In this section, the findings of our research concerning the profile of social workers in the field of social services in Greece are presented in order to gradually construct our main hypothesis. To briefly describe the above concept, we note that the discussion in Authors’ own (1) “provided important insights on the challenges and difficulties that social work professionals face in helping effectively their users.” One of the main findings of this research was that social workers working in the refugee “crisis” are young graduates with limited work experience. We define our main hypothesis (H 0) as follows:

H0 = “social workers are young graduates with limited work experience.”

As shown in Figure 1, regarding the social workers’ profile, the vast majority (80%) are women and 18.3% are men. In total, 52% are between 22 and 30 years old, while 39% are between 31 and 39 years old. It is straightforward that there is a plethora of under-middle-aged professionals working on the “front-lines” with refugees, and consequently, the first part of H0 is considered undoubtedly validated.
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FIGURE 1. Respondents’ age and gender.


Apart from the fact that the profession of social work is considered “female dominated“, as presented in Figure 1, another critical point concerning social workers’ overall work experience arises from the research. More specifically, as presented in Figure 2, there is an impressive “wide area” (almost 90%) of the professionals working on the “front line” with limited working experience varying in the interval between 0 and 4 years, within a statistically significant threshold (P-value < 0.05; hypergeometric test).
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FIGURE 2. Social workers’ experience in current working position.


Moreover, the data analysis allowed us to capture the distribution of social workers experience in the past (total experience) and compare it with the time of the research (to be called current experience). As depicted in Figure 3, responses concerning total and current experience were relatively similar at a statistically significant level (P-value < 0.05; hypergeometric test). To further describe this issue, we note that the polynomial trendlines and R2 formulas regarding total and current experience follow an identical prediction pattern. The “current experience” trendline seems to gain value after 3–4 years of experience. If we set “3–4 years” as the trendlines’ curve alternation milestone, then we can substantially argue that social workers tend to remain in the same working position for less than the milestone of 4–5 years. This observation can be further explained but falls outside the scope of this article.
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FIGURE 3. Comparing social workers’ total with current experience.


To summarize the aforementioned findings, it is obvious that our initial hypothesis (H0) has been validated through the comparison of statistically significant observations, as thoroughly described within this Section. Having validated H0 in Section “4 Our approach,” we present our alternative approach to testing H0 through a modified K-Modes algorithm.



4. Our approach

As stated in Section “3 Social workers’ profile: Validating our initial hypothesis,” our main hypotheses concern the fact that social workers working in the front line of refugee and immigration services are, in the majority, young graduates with/or limited work experience (1). In order to validate the afore-mentioned hypothesis, in this section we propose a clustering algorithm in order to categorize data points into intuitively similar—but not predefined—user groups. This process is particularly useful toward summarizing the data and understanding the basic features that differentiate one user group (Cj) from another (44). In other words, our basic goal is to distinguish a set of users who possess the main characteristics of the attributes mentioned in Section “3 Social workers’ profile: Validating our initial hypothesis.“


4.1. Selecting input features for the clustering algorithm

Prior to clustering, our first task is to determine the input features. The importance stands on the fact that many research questions (features) present high diversity regarding their answers (e.g., 90% of the social workers who have participated in the survey hold a master‘s degree). These features can create a common problem known as overfitting (45) and can misleadingly be considered the main features that define the differences in users’ categorization. Plenty of methods can be utilized to define the optimal subset of features that have to be excluded from the clustering algorithm. Additionally, one of our major concerns during the feature selection process was the lack of an obvious way to evaluate the efficiency of feature selection without any specific domain knowledge capable of guiding the above process.

An indirect method of performing feature selection is to implement several scenarios with subsets of the available features and validate the efficiency of the clustering process for each scenario. This method may delay the desired features’ extraction but guarantees high efficiency and reliability. Toward this, we decided to implement a greedy algorithm that creates all possible subsets while we evaluate the algorithm‘s efficiency for each subset.

As shown in Figure 4, every time a subset is generated, it undergoes through the clustering process and then gets evaluated. We define the subset with the minimum evaluation score as the optimal result of the “feature selection” phase. In order to calculate the evaluation score, a variety of metrics have been proposed in the literature, suggesting “intracluster to intercluster distance ratio” (46) being suggested as the most reliable. The idea behind this method is that the members of the same cluster should be “closer” to each other than the distance from other clusters’ members. Consequently, the following metric is adopted, as defined in Aggarwal (44)
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FIGURE 4. Selecting the set of features for the clustering algorithm.


where Sim(Ii,Ij) represents the overall similarity between two users. An above average clustering algorithm should produce results with a relatively small intra/inter ratio. Having calculated the ratio for every possible feature‘s subset, we select the subset with the minimum value.



4.2. Clustering with modified k-modes algorithm

Alternative clustering algorithms may apply to different data. In this occasion, we implement a modified k-Modes method (6, 47) taking into consideration that most of our data contain categorical values. The k-Modes algorithm consists of the following steps:


(1)First, the number of clusters Nc to be created is chosen, and one representative for each group is randomly picked up from the initial database instances. The set of the representatives for all Nc will be referred as [image: image].

(2)In the second step, the similarity of each user to every representative Rj is calculated and inserted into a matrix [image: image], where ND is the size of our database (i.e., the number of social workers who participated in the research).

(3)Then, each user instance Ii is assigned to one of the Nc clusters, by determining the maximum of the similarity metrics for the row si of S, where [image: image]. The cluster participation vector [image: image] (i.e., to which cluster every user belongs) is then straightforwardly implemented by the following formula:

[image: image]

(4)Having assigned each user Ii to a Nc cluster, the new representatives Rj must be calculated. The k-Modes algorithm suggests that, for every cluster, a “virtual” user is created who does not belong to the original database. Therefore, we observe the cluster members for every feature Fr, and we calculate the frequency [image: image] of the [image: image] values. The value that is most common among the members is assigned to the new representative Rj. This method is referred to as taking the “mode” of the cluster members (6). If more than one of the [image: image] values are the most frequent for a feature Fr, the mode randomly selects one of them.

(5)Finally, we iterate over steps 2 to 4 until either the set of the representatives [image: image] or the cluster participation vector (Cold=Cnew) remain the same.



At this point, we should note that the k-Modes parameters are tuned appropriately to achieve optimal accuracy and efficiency in final clusters. Generally speaking, the parameters that need to be determined are (a) the number of clusters Nc, (b) the similarity metric used to categorize the social workers, and (c) the features used for the clustering process (also referred to as feature selection). Considering our main hypothesis that most of the social workers are young graduates and/or of limited experience, the value Nc=2 is chosen. Explaining further this concept, we assume that if two distinguished groups of users are obtained, the largest of them containing most social workers who meet the standards of our hypothesis, then our hypothesis is indeed proven.

Regarding the metric used to calculate the similarity between users, we consider the following users: [image: image] and [image: image], where [image: image] and [image: image] are the values of the rth feature for users Ii and Ij, respectively, while NF represents the total number of features used to describe a user. The overall similarity between two users is then defined as follows:

[image: image]

where [image: image] denotes the similarity measure for the individual attribute value xr of the two users. The most straightforward technique is to set [image: image], for every feature value that [image: image] share in common. However, such a metric does not imply to the overall data distribution, meaning that the same similarity value is assigned in case where either the value appears in most of the data or it is of rare frequency. To overcome this drawback, we use the, as referred in the literature, “inverse occurrence frequency” metric (48). This metric calculates the similarity between matching attributes of two users by leveraging the weight of “rare” attribute values as follows:

[image: image]

where [image: image], and Nr(x) stands for the number of users that possess the value x for the rth feature. One problem we encountered with similarity metrics was that in case of two features and specifically in the attributes “Current Organization Type” and “Past Organization Type” of our dataset, most of the users had multiple selections in a single answer. A workaround for this problem was to perform a modified one-hot encoding of these features. One-hot encoding (49) is the procedure of producing binary features labeled as all the possible values an initial feature can take. However, this can lead to a common problem in data science knows as the “curse of dimensionality” (50). To overcome this problem, we applied the following technique:

The term [image: image] refers to the set of values for the rth feature of the user Ii takes. Accordingly, the term [image: image] refers to the set of values for the rth feature of the user Ij. [image: image] will be the set that is produced from the intersection of [image: image] and [image: image]:

[image: image]

The similarity [image: image] of the users for the rth attribute can be defined as the sum of the similarity scores for the individual values that belong to the [image: image] set. The above concept is shown in Equation 8.

[image: image]

where [image: image] is the lth value in the [image: image] set and [image: image], where Nr(x) stands for the number of users that possess the value x for the rth feature.

In general, this technique bears great resemblance with the one-hot encoding with difference that the algorithm does not have to deal with the “curse of dimensionality,” as the creation of new virtual features is avoided with the ad-hoc computation of the intersection set [image: image] and the “inverse occurrence frequency” measure for the set’s elements.

The overall concept of the afore-mentioned technique is presented as pseudo-code as follows:




	[image: image]





Algorithm 1. Modified k-Modes (Database D, Number of Clusters Nc).



4.3. Evaluation of the clustering algorithm performance

Our dataset consists of 136 entries and 12 features. Two of the features (“Current Organization Type” and “Past Organization Type”) can contain multiple values. To evaluate our results, we compare our clustering method with (a) the normal k-Modes algorithm (one-hot encoding for the features that contain multiple values) and (b) the agglomerative clustering method (51). In Table 1, we present the best three subsets of features for each technique as they were generated by the feature selection phase, as well as the intra/inter score for each subset. It is obvious that the overfitting that one-hot encoding causes does not lead to qualitative clustering results, as it can add too much “noise” to the features. As a result, the modified k-Modes we propose manage to reduce the intra/inter ratio values rather than the other clustering techniques.


TABLE 1. Algorithms’ performance evaluation results.

[image: Table 1]

To further examine the behavior of the three algorithms, the curve of the mean intra/inter ratio to the number of features used was designed (Figure 5). This allows us to observe and understand what to expect from these techniques in regards to how many features we are willing to discard. It is proven that the modified k-Modes outperform the other two clustering methods. In addition, while the mean intra/inter ratio is rising for hierarchical clustering and normal k-Modes as the number of features increases, the case is not the same for modified k-Modes. Not only does the mean ratio decrease, but as can be seen, the mean does not change drastically if we increase the number of features. This analysis indicates that the ideal number of features to be chosen is 5, as this value offers the advantage of fewer candidate features while maintaining appropriate levels of clustering efficiency. This assumption is additionally supported by the fact that the optimal subset produced through the feature selection method for the Modified k-Modes algorithm indeed had five features.


[image: image]

FIGURE 5. Mean ratio to number of features for all algorithms.


Taking the subset of features that yield the best evaluation score for the modified k-Modes algorithm TF={Age, hasMSc, Total Experience, Current Organization Type, Total Time in the Current Organization} leads us to the creation of two clusters C1 and C2. The first cluster contains 86 members, and the second contains 51 users. The scatterplot regarding “age” and “total experience” is designed in order to compare the distribution of these two clusters. The centroids (representatives) of each cluster are also presented for informational purposes in Figure 6.


[image: image]

FIGURE 6. Creating clusters with age/total experience scatterplot.


Due to the categorical nature of these features, the following problem arose: if two users had the same values for the features age and total experience, the latter would cover the former. The solution to this problem was reached by adding Gaussian noise to every point on the plot so that the points would slightly differentiate around the initial spot. It is obvious that the members of the cluster C1 are in their majority social workers that are young people (22–30 years old) and that their working experience is very limited, as only 8 of them have worked for more than 5 years. On the contrary, the users that were categorized in C2, have more than 10 years of experience and their age distribution is mainly 35 years old and above.

To further analyze our results, we created two graphs that compare the “age” and “total experience” distribution between the two clusters. As shown in Figure 7, in the cluster C1 47 social workers have 2–3 years of experience, while 16 of them have 0–1 year of experience. This indicates that most of the social workers in this cluster have limited working experience.


[image: image]

FIGURE 7. Total experience distribution in clusters C1 and C2.


Finally, observing the age distribution for the same cluster in Figure 8, it is straightforward that these social workers are also young graduates, as most of them are aged less than 30 years.


[image: image]

FIGURE 8. Age distribution in clusters C1 and C2.





5. Conclusion

Social sciences cross the milestone of the artificial intelligence era in a rapidly changing scientific sub-field such as machine learning with enhanced data analysis tools as well as improved algorithms and techniques. Statistical hypotheses and testing through a variable significance level have been the norm for a very long period, demanding a “statistical” point of view into various problems and datasets.

Contrary to the above concept, we proposed an innovative approach that arises from clustering algorithms and aspires to become common ground for social science researchers in the upcoming years. Our approach exploits a modified k-Modes algorithm and bypasses statistical hypothesis testing through clustering construction. Moreover, we addressed the problem of selecting a subset of important features for the whole data in order to be aware of the “important” features before performing clustering. Consequently, the clustering process becomes more efficient, focused, and strict as only the important features are used. Therefore, our approach can be classified as a two-step method: we first rank and then select the subset of important features.

Finally, as a future work direction, it is important to note that the outcomes obtained through our approach, can be further evaluated with a number of alternative algorithms, and, in this regard, the researchers are free to apply their own technique and method selection or amendment and to reapply it if necessary. While clustering allows us to identify the sorting and allocation of observations, offering possibilities for researchers to study, we start with an initial number of clusters and then try to allocate the observations to correspondent clusters, with a future evaluation of the representativeness of each variable when creating them. Therefore, the result of one method can serve as input to the other, making this a “cyclical approach” or, as we define it, “a recursive feedback method”.
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